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FOREWORD

The section "Linear Algebra™ is a part of the course "Higher Mathematics", which
Is studied by students of technical specialties of the University.

The «Linear Algebra Practice» provides theoretical information that covers topics
such as Matrices, Matrix Operations, Determinants, Inverse Matrix, Matrix Rank,
Systems of Linear Equations, as well as tasks for independent work.

This publication is aimed at helping English-speaking students to consolidate their

knowledge and skills in solving linear algebra problems.
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1. ELEMENTS OF LINEAR ALGEBRA

1.1. Matrices. Matrix Operations.

A rectangular arrangement of numbers a;; (i =1,2,..,m; j=12,..,n)
into m rows and n columns written by

aq1 4qp A1n
a1 A Arn
A : Amxn I
Am1  Am2 Amn

Is called a matrix.

The dimensions of a matrix tells its size: the number of rows (m) and columns
(n) of the matrix, in that order.

Two matrices have the same size, if their dimensions are equal.

The individual items (numbers, symbols or expressions) in a matrix are
called its matrix elements or entries. The entry in the i-th row and the j-th column
of a matrix A is denoted by a;; . The subscripts indicate the row first and the

column second.
A short form the matrix is indicated 4 = (a;;).
A matrix with one row is called a row matrix: (a;; a;3 ... agp)-
a1
) ) ) . azq
A matrix with one column is called a column matrix:

ani

A square matrix has as many rows as columns, the number of which
determines the order of the matrix, that is, an n X n matrix is the matrix of the n-th
order.

Two matrices, 4 = (a;;) and B = (b;;), are equal, if they have the same
sizes and their elements are equal by pairs:a;; =b;; (i=12,...m;j=
1,2,..,n).

In a square matrix A = (a;;), the elements a;; , with i = 1,2,3,...n, are called
the diagonal elements of the matrix A. The main diagonal (sometimes principal
diagonal, primary diagonal) is the list of entries a;; , i = 1,n.

A square matrix is called a diagonal matrix, if off-diagonal elements are
equal to zero or , symbolically, a;; = 0 forall i # j.

A matrix is called a zero-matrix (0-matrix), if it consists of only zero
elements: a;; = 0 for each (i, j). In a short form, a zero-matrix is written as 0.

A diagonal matrix whose diagonal elements are equal to unity is called an
identity matrix. It is denoted by E.

A square matrix has a triangular form, if all its elements below the leading
diagonal are zeros: a;; = 0 forall i > j.
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If Ajsen = (aij) and B, = (b;;) are matrices of the same size, then the
sum, C = A + B, is the matrix

mxn - (Cl]) (al] + bl})

Any matrix A can be multiplied on the right or left by a scalar quantity k. The
product is the matrix B (of the same size as A) such that

B = kA = Ak = (k- a;)).

If A and B are matrices of the same size, then the difference, A — B, is the
matrix

A—B=A+(-1)B.

The product of two matrices, A and B, is defined, if and only if the number
of elements in a row of A equals the number of ones in a column of B. Let A be
an m X k matrix and B be an k x n matrix. Then the product AB is the m xn
matrix such that its entry in the i-th row and the j-th column is equal to the product
of the i-th row of A and the j-th column of B:

= Cmxn = (¢ij),  €ij = @inbyj + aipbyj + -+ + aycby;,
i=12,...mj=12,..,n

In general, the product of matrices is not commutative: AB # BA.
Two matrices A and B are said to commute, if AB = BA. For example, the
unit matrix commutes with all matrices; diagonal matrices commute.

Given anm X n matrix A = (a;;), the transpose of A is the n x m matrix
T = (aiTj) obtained from A by interchanging its rows and columns. This means
that the rows of the matrix A are the columns of the matrix A”:

T _
aij = aji.

A square matrix is called a symmetric matrix, if A is equal to the transpose
of A:

A=AT.

A square matrix is called a skew-symmetric (or antisymmetric or
antimetric) matrix, if A is equal to the opposite of its transpose:

A=-AT,


https://en.wikipedia.org/wiki/Matrix_%28mathematics%29

1.2. Determinants
Let f be a function defined on the set of all square matrices A = (a;;) and

associates each square matrix with a unique number (real or complex), then f(A)
is called the determinant of A. It is also denoted by

a11 a12 - aln
Az1 QA ... Qzp

detd = (@D
an1 Qp2 Ann

or |[A] or A.
The determinant of the second order corresponding to the matrix
_ (Q11 Qg2
A= (a21 azz)
is calculated according to the formula:

ai1 4q
A= |

= Q110p7 — Aq3057.
ayq a22| 11422 12421

The determinant of the third order corresponding to the matrix
A1 Q12 413
A=A Q2 Az3
Q31 Qzz dzs
is calculated by the formula:

ai1 Q12 413
az1 Az Qzs
azp 04z ass
= (11022033 T A21032013 T Q12073037 — A13032031 — Q12021033 — Ap3032017.

A=

Symbols a;; are called elements of determinant.

The determinant of the order n-1, obtained by crossing the row and the
column on which intersection the element a;; is located, is called the minor
M;; of the element a;;.

The algebraic cofactor of the element a;; is defined as the minor M;; with the
sign (—1)"*/. It is denoted by the symbol 4;; :

Aij == (_1)l+]Ml]

Properties of Determinants
1. The value of a determinant remains unchanged if both rows and columns are

interchanged.
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2. If any two rows (or columns) of a determinant are interchanged, then the sign
of the determinant changes.

3. If a matrix has a zero-row or zero-column, then the determinant is equal to

zero.

If a determinant has two equal rows (or columns) then it is equal to zero.

If two rows (or columns) of a determinant are proportional to each other

then the determinant is equal to zero.

6. If all the elements of a row (or column) of a determinant is multiplied by a
non-zero constant, then the determinant gets multiplied by a similar
constant.

7. If each element of i-th row (column) of a determinant is the sum of two
summands then such a determinant is equal to the sum of two determinants,
of which one row (column) consists of the first addend, and in the second
one - from the other; another elements of all three determinants are the same.

8. A determinant holds its value, if a row (column) is multiplied by a number
and then is added to another one.

9. The determinant is equal to the sum of products of elements of any row
(column) on their algebraic cofactors:

A= z A = z A Aki-
X

k

o s

These formulas are called the expanding a determinant by the i-th row
and the i-th column, respectively.

10.The determinant of a triangular matrix is equal to the product of the
elements on the principle diagonal.

11.The sum of products of elements of any row (column) with the
corresponding algebraic cofactors of elements of any other row (column) is
zero.

1.3.Inverse Matrix

If the determinant of a square matrix is equal to zero, then the matrix is called
singular; otherwise, if det A # 0, the matrix A is called regular.

A matrix A~1 is called an inverse of the matrix A if

AATt=AT1A=E,

where E is an identity matrix.

An inverse matrix is defined only for regular matrix.

If each element of a square matrix A is replaced by its cofactor, then the
transpose of the matrix obtained is called the adjoint of the matrix A:

Ay Agg o Ag\T /A1 Agy e Ap

adjd = A* = Ayy Ay v Agn | _ | A1z Az oo A

Anl AnZ Ann Aln AZn Ann
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An adjoint matrix is also called an adjugate matrix.

An inverse matrix is calculated by the formula
1

1 s
~ detd A

Such method for finding the inverse matrix is called the adjoint matrix
method.

We can also calculate inverse matrices by the method of elementary
transformations.

The following operations is called elementary transformations for finding
the inverse matrix:
1) interchanging the rows of the matrix;
2) multiplying a row by a nonzero number.
3) adding a row to another row.

Let A be a regular matrix. The inverse matrix A~! can be found using the
elementary transformations of the following extended matrix

a1 QA2 -« An |1 0 ... O
(apy = 1 2 S0 e 0
ap1 Qp2 Ann 00 1

where E is the identity matrix of the corresponding order.
Using elementary row operations we transform the extended matrix to the
form (E|B). ThenB = A~ L.

1.4.Matrix Rank
A determinant of order k is called the minor of order k of the matrix
A = A,,xy, If it is obtained by deleting m — k rows and the n — k columns of
matrix A.
The rank r(A) of the matrix A is the maximal order of its non-zero minors.

Bypass Minor Method

If in a matrix A there exists nonzero minor M of order r and all minors
bordering it (that is, minors of order r + 1 and containing M) are equal to zero
then rank A = r.

To find the rank of a matrix 4, we can assume that the non-zero minor is in
the upper left corner of A.

Elementary Transformation Method

The rank of a matrix can be evaluated by applying of the operations:
1. Interchanging two rows or columns.
2. Multiplying a row (column) by a nonzero number.
3. Multiplying a row (column) by a number and adding the result to another
row (column).
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4. If arow or column consists of zeroes, then it can be omitted.
These operations are said to be elementary transformations of a matrix.
If a matrix A is obtained from A4 by elementary transformations then

r(/i) =r(4).

Using these transformations, the matrix is reduced to a form when its
elements, except a4, a,,, ..., a,,, Where r < min(m, n), are zeros. Then the rank
of the matrix equals 7.

1.5. Systems of Linear Equations
1.5.1. Main Definitions

Let a system of m linear equations with n unknowns be considered:

a11x1 + a12x2 + -4 alnxn = bl'
alel + azzxz + -4 aann = bz, (2)
A1 X1 + ApaXy + -+ A Xy = by

A solution of this system is a set of values of numbers (¥, %,, ..., %,) that
satisfies every equation in the system — that is, that when substituted into each of
the equations makes the equation hold true.

If there is at least one solution (%,X%,,...,%,) then the system is called
consistent; otherwise, the system is inconsistent.

A consistent system is called a determined if it has only one solution, and a
non-determined if it has more than one solution.

Two linear systems are called equivalent, if they have the same solution set.
The matrices

aj; Q42 - QAqp a1 QA1 - Qqp | by
az1 Az ... Qzp Az1 Qzz .. Qn |b
A= and A™ = 2
Am1 Am2 - Amn Am1 Am2 - Amn bm

are called coefficient matrix and augmented matrix of system (2) respectively.
The matrice

b
is called the matrix-column of free members.


https://www.revolvy.com/topic/Coefficient%20matrix&item_type=topic
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Kronecker-Capelli Theorem

A system of linear equations (2) is consistent if and only if the rank of the
coefficient matrix is equal to that of the augmented matrix: r(4) = r(4™) = r.

In this case the number r is called the rank of system (2).

A system of linear equations (2) is called homogeneous, if

b1:b2:"':bn:0.

The homogeneous system is consistent always.

If the rank of consistent system equals the number of unknowns (r = n) then
the system is determined.

If the rank of consistent system is less than the number of unknowns (r < n)
then the system is non-determined.

1.5.2. System of Linear Equations with Non-Zero Determinant

Let a system of n linear equations with n unknowns be considered:
a11x1 + a12x2 + -4 alnxn = bl'

alel + azzxz + -+ aann = b2,

WEE EEE EEE SEE EEE EEE NN EEE NN EEE EEW EEE EEW EEE EEE (3)
Ap1X1 + ApaXy + -+ appX, = by,.

If the determinant of coefficient matrix for this system doesn’t equal zero

ay1 QAq2 - Qqp
az1 Qzz ... Qpn

A= * 0,
anl anz ann

then the system is determined.

Cramer’s Rule

If the coefficient matrix A is regular, then the system (3) is consistent and has
a unique solution, which is represented by the formula:

Xj = Kj,j =1,2,..,n,
where A; is the determinant that can be get from a determinant A if one replaces the

elements of the j-th column, respectively, with elements of the column of free
members.

If b = b, =+ = b,, = 0, then the system (3) becomes homogeneous and
has only a trivial solution

Xj = 0, j=12,..,n



11
Matrix Method
The system (3) can be written in an equivalent matrix form
AX = B, (4)
by

b,

where A is the coefficient matrix of the system, B = is the matrix-column of

by,
X1
Xy . .
free members, X = is the matrix-column of unknowns.

le
The solution of the matrix equation (4) has the form
X =A"1B,
where A™1 is the inverse matrix of A.

1.5.3. Gauss' Method

The Gauss’ method consists in the sequential exclusion of unknowns.

There is one-to-one correspondence between the elementary transformations
of the linear system and linear row operations on the augmented matrix.

The system is reduced to the row echelon form with the help of elementary
transformations the augmented matrix (when n > r = r(4)):

{Cllxl + Clzxz + C13X3 + -+ Cl-rx-r + -4 Clnxn = dl'

I szXz + C23X3 + -+ Cz-rxr + -4+ Cznxn = dz,

4 C33X3 + -+ C3pr Xy + -+ C3nXn = d3, (5)
|

CrrXy + o+ Crp Xy = dr

or to the triangle form (when n = r = r(4)):

( C11X1 + C12X5 + C13X3 + -+ Cipxy = dy,

I szxz + C23X3 + + Cann = dz,

4 C33X3 + ==+ CapXy = dg, (6)
CnnXn = dy.

System (6) has a unique solution, since n = r. It is received sequentially,
finding x,, from the last equation, x,_; — from the penultimate etc., moving from
the bottom up, find all unknowns.

System (5) has an infinite number of solutions.

At the same time, variables x,,q, X4, ..., x, are called free. We can give
them arbitrary numerical values. To obtain the solution of (5) we transfer the free
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variables to the right-hand part of equations. Then using the method of back
substitution we represent the main unknowns x,,x,_4,..,x; as a linear
combinations of x,,q,X,45,..,%,. Obtained solution is called the general
solution of the system.

If, after the reducing a system to a row echelon form, it contains an equation
of form 0 = d, where d # 0, then the system is inconsistent.

2. TASKS
I. Solve the problems.
5 8 4
1. Let A= (3 2 5 ). Findamatrix B,suchasA+ B =E.
7 6 0

2 1 1
2. Find the sum of matrices A> + A+ E, if A = (1 2 1).
1 1 2

1 1 2
3. Find a value of the matrix polynomial 24% + 34 + 5E, if A = (1 3 1).

4. Solve the matrix equation A + X = B - C, where

2 0 -1 2 1 -1
A= (1 3 —4>, B = (—2 3 0).
5 2 0 1 0 1

7 0 2 -1

5. Let A = 4 2 3 6 . Find a matrix B, suchas A + B = E.
-7 1 -4 3
8 3 6 1

6. Find a value of the matrix polynomial ¢ (A) = A? — E, if
o 1 -1
A= (2 1 1>.
0o -3 1
7. Solve the matrix equation X — A - B = C, where
2 1 -1 1 2 1 4 1 2
A=(0 3 O>, B=<—2 1 2>, C=<0 -1 3).
1 2 2 0o 2 3 6 1 0

8. Solve the matrix equation A% + X = B2, where
9. Solve the matrix equation X — A% - B = 0, where
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2 1 0 4 0 3
A= (—3 2 2), B = (—2 1 —1).
1 1 -1 0 2 1

10.Find a value of the matrix polynomial ¢ (4,B) = A+ B + B?, if

1 0 1 -1 0 2
A=12 -3 1], B= 1 -1 1
1 1 2 3 0 2
11.Find such unknown matrix elements x and y as AB = BA, where
_ (1 «x _(1 2
A_(y 2)’ B_(3 4)'
12.Find a value of the matrix polynomial ¢ (4,B) = A> + E — B, if
0 1 1 1 1 0
A=(—2 3 1>, B=<0 1 1).
0 2 2 1 0 1

13.Solve the matrix equation A+ B — X = C, where

2 1 0 0 1 1 2 1 2
A=(—1 0 1>, B=<2 1 1>, C=<O 2 2).
3 1 3 0 3 4 1 3 0

14.Find such unknown matrix elements x and y as AB = BA, where

G =00

15.Find a value of the matrix polynomial ¢(4,B) = 24 + B*> — E, if

1 0 -1 1 1 0
A:( 2 3 1>,B=<O -1 1).
-2 3 0 1 0 -1

1 -1 3
16.Find the sum of matrices 24% + 34, if A = (0 2 1).

4 0 1
17.Solve the matrix equation A + 2X = B2, where

2 2 1 1 0 -1
a=(122) #=(z 1 1)
2 1 2 0 -2 1

18.Find a value of the matrix polynomial ¢ (4) = 6E — 442, if

—_
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1 1 0
A=1-1 0 1]
1 1 1
19.Find such unknown matrix elements as
X 0 2 4 vy =2 1 0 -1 2 1 1
(2 1 y)+<1 6 4>=< 2 1 3)'(—1 2 —).
1 -2 0 A 6 X -1 2 1 0 1 1

20.Solve the matrix equation 54 + 2X = B2, where

1 1 -3 1 0 -1
A= (2 3 1), B = ( 0 2 1).
0 -2 2 -2 0 1

21.Find a value of the matrix polynomial ¢(A4,B) = 24 - B — A?, if

0 1 -1 1 3 -1
A=(2 -1 1), B=< 2 0 1).
0 2 1 -1 2 3

22.Solve the matrix equation X + A- B = 2B, where

-1 2 1 1 1 0
A=( 1 0 2>, B=<0 -1 1).
2 2 3 2 0 2

1 0 1

23.Find the sum of matrices E + 24 + A3, if A = ( 0 -1 1).
-1 0 -1
24.Find a value of the matrix polynomial ¢(A) = 2(4A —E) - A, if

0 1 2
A=|-2 1 0|
1 2 1

25.Solve the matrix equation A - B — 2X = 3B, where

1 2 0 2 1 0
A= (O 3 1), B = (—1 1 1).
1 -1 3 0 2 3
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II. Calculate the determinants.

1 241
1 041

2 =101
-1210

-2 0 41

AN
oo ™M
AN

-1-104

$

4
4 3 -2 -

2 3

1
-2 1

—4 3

3 -4

-2 0 41
-5 2 21

-10 4 31

-276

5

21-2 2

23 0 -5

1 -13 0
2 013

12.

-112 1|

4 01-2

15.

18.

4 21-1

1 131

84-30

™

N
<

AN

(92
N

62-25

2312

21,

1111
3421

1213

203 4
~41-6-2

19 3 6}

2

1

3

3-14 2

o

AN N

n o

6-29 8

2341

< N
oM -
N <
—A M

4123

1 2 13
-2-301

17.

3 6 52

2 9 41

1 -2 4 3

-1 5 7

7

0 14 2 0

23.

-1-7 -10

3 5 -24
8 7 91

= ;
< ] N N .
|
N o W 420:,_u
_ T e
[
~ | 31_1_0
N~ N © [
_ N T m
™ _ _ M AN M
™ oA A NN NN ON
™ © o
(@)
SESHTIN
; ; .
™M 4 N W O MmN A N~
O N <t MONAO N
N < <~ N O m 0
© < O I~ “oma *® | ¥e
Nl 7o) fe'o)
"o I
[ |
NoNm NITANT ag o9
N M~ o oW Lo
(. _ BN Pon AN®mS
oNMm A _ Lo
R A N AN
— <t ~

10.

13.

22.



16

I11. Solve the problems.
. . 12x 5
1. Solve the inequality: |x2 4| > 3.

x 1 1
1 1 «x
1 x 1

2. Solve the equation:

log, b log,2b
logyza log,a

_ 3

3. Prove the identity: =7

x—3 —2x
1
x+2

4. Solve the inequality: < 0.

t z COST[
gS 3

5. Prove the identity: o e =2
2sin- ctg—=| 2
6 5
S8
6. Solve the inequality: [*=3 3| < —1.
8 5

2
7. Solve the equation: Coi x Zc‘isx| = (.
.l x x—=2| _
8. Solve the equation: _t oo 2| = 0.
_ o x=1 2
9. Solve the inequality: | 1|1=1
x+2
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[ . IT
COS— sin-—
12 6

10.Prove the identity:

T T
COSE COS—

1
>

12

11.Solve the equation: Smx cos 2x| _

3cosx

: 2
12.Solve th | X XTE|=
Solve the equatio —2 2y 5
lx + 1|
-1

13.Solve the equation: _21| = 0.

14.Solve the equation: |1 1 3*| = 0.

15.Solve the inequality: | 4 2|

1 2 3
16.Prove the identity: [ log;x =1 —log. x| = 4,
—log.x 2log x 1

Inx +1

17.Solve the equation: |~ | _1| =

X
18.Solve the equation: | e 2" B 2| = 0.

2% 2¥ 4+ 2

19.Solve the equation: |2x Do gxHl_ 5| = 0.
X
20.Solve the equation: |25 5 i| = 1.

1

21.Solve the inequality: [*7* *'[ > 0.
1
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22.Solve the equation: |COS'12x sin12x| ==
cosx sinx

el EES

23.Solve the inequality: |

24.Solve the equation: |i xzzf J=-2

25.Solve the equation: |

IV. Find an inverse matrix for the matrix A:
a) by method of adjoint matrix;
b) by the elementary transformation method.

120 3 5 -2
1. A=-112]. 2. A=|1-3 2 |.
01 6 7 -3
10 20 —-30 121
4. A= 0 10 20 |. 5. A=114 1 |.
0 0 10 16 -1
-31-1 11-1
7. A={-211 8. A={211
-321 121
1-41 -5-1-2
10,A=|0 2 -2]|. 11.A= 1 2 -3|.
1-31 2 2 -2
211 2 -1-1
13.A=/11 2 |. 14.A=15 2|
31-1 16 3
31 2 -1 2 3
16.A=|51-3|. 17A=1 -2 3 |.
41 -1 1 2 -3
3 0-1 0 2-1
19.A= 0 2 -1}]. 200A=|-21 0 |.
-31-1 012

arcsinx —1 arcsinx + 1| _
arcsinx +1 arcsinx — 1

322
3. A={131].
534
111
6. A={20-3]|.
60-5
311
9. A={10-2
21 1

-11 2
12.A=|-1 2 -5]|.
1 -1 4

1 -12
15,A= 3 1 1|.
-1-22

-11 2
18.A= 2 1 -1}|.
2 -1 2

2 -10
21.A=| 1 2 2]|.

-2 11



19

J.

M m o
410
%02
N—
Il
An
N
N .
ANO M N
o N — N
| NN —O N
— N — N
Il [l
™ Te)
~ N
\|.)
042
NO A
MmN
N—
[l
N
~

b) by the elementary transformation method.

V. Find the rank of the matrix A:
a) by bypass minor method;
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V1. Solve the system of linear algebraic equations:
a) by Cramer’s rule;
b) by matrix method.

1.

7.

11.

13.

15.

17.

2X -y —32=3;
S5X+y+7z=0;
X+3y+6z=1.
4X +9y + 2z =1,
IX—-y—-52=-2;
2X+Yy—4z=-1.

X—-y+2z=]
2X + 3y — 72 =6;
X+y-4z=1.

J2x+3y+4z=—2
X+5y—-2z2=3;
3X+ 2y +2z=1.

2X -5y +4z =2,
IX+2y—-z=1,
-X-y+z=1.

4X +5y +22=0;
X+y+z2=0;
12X =3y +5z="7

(x+2y+z=—L
3X—-5y+2z=2;
2X -3y —2z=-1.

X+5y+2z=-1
2X -y —2=8;
(X + 6y +3z=-3.

X+3y+2z=0;
3X-y—-3z=2;
Bx+2y+z:4

X-y+3z2=2;

2X+5y+2z2=1
19.

3X+2y+3z=-1.

N

10.

12.

14.

16.

18.

20.

3X + 5y + 4z =6;
2X -3y —-72=2;
X+y+2z2=2.

Jx+2y+22:ﬂ
5X+y—2z2=8§;
X—Yy+3z=-2.

3X -y —2z2=-5
2X +2y -3z =1,
X+2y-2z=2.

J3X—4y+z:x
X+2y—-22=0;
2X -3y +z=1.

2X -3y +z=5;
X —5y+2z2=5;
13X +3y—-2=5

2X +3y +22=3;
X—2y+3z=4
5X+y+4z=-2.

2X +5y+3z2=1;
X+y-32=5
3X+3y—-2z=1.

3X -5y —-2z2=-2;
2X+Yy —52=-2;
X+y—-3z=-1.

2X —3y -3z =1,
X+2y+4z=0;
3X—-2y-2z2=4,

{2x+3y+4z=@

3X + 2y + 22 = -4,
x—-3y+3z=1.



21.

23.

25.{

3X+4y-2z=-1
X-3y+z=4
2X+3y —z=-1.

X+4y+22=6;
2X +5Y + 2 =6;
3X+2y-3z=

2X+4y+7z2 =1
X-3y-z=1
6Xx -3y +4z=1.

21

22,

24,

2X -y +2=-2,
3X+2y+4z=0;

X +2y+2z2=2.

3X+2y+22=2;
2X + 4y + 3z = -5
X+y-2z=1.

VII. Solve the system of linear algebraic equations by Gauss' method.

11.

13.

X1+ X +2X3 +3X4 =1,
3X1 X9 —X3 — 2X4——4
2X1+3X2 X3 — X4——6
X1 +2X9 +3X3 — X4 =4,

X1 +2X9 = X3 +4X4 =3;
4X1+4X2 +X3—3X4 23;

2X1 — 2X9 —3X3 +4x4 =0;

X1 +3Xo + X3 +2X4 =5.

(X1 = X9 +3X3 — X4 =2;

2X1 —3X9 +5X3 —4Xy =
X1+ Xp —5X3 +4Xy4 =1,
X1 —2X2 + X3 —2X4 =-b.

(X1 —2X5 —3X3 —4x4 =0;

X1+ X9 —3X3 —5X4 =2;

_1’

2X1 —5X9 + X3 —4X4 =10;

X1+X2 —X3+X4 =10.

2X1 +4X9 +3X3 —2X4 =0;

X1 +3Xo +4X3 =Xz =1;
3X1 +5X9 + X3+ Xg4 =-5;
X1 —Xp —2X3 +2X4 =—6.

2X1 +5X9 — X3 +4Xy4 =1,
X1 —6Xo +2X3 —7Xy4 =3;
3X1 —2Xp —2X3 +6X4 =1,
2X1 + X9 + X3 —2Xy4 =3.

4X1 —3X9 —4X3 +5X4 =1
2X1 + X9 —3X3 —2X4 =2;
2X1 —2X9 + X3 —1Xy4 =3,
4X1 — X9 —3X3 + 2X4 = 4.

10.

12.

14.

2X1 —3X9 + X3 — X4 =6;
X1 +2Xy —4X3 —2X4 =0;
3X1 —3X9 + X3 +2X4 =5;
2X1 + X9 —2X3 + X4 =1.

X1+ X +2X3 —4Xy4 =1;
3X1 — X2 — X3 +Xg =4;

X1 —2X9 + X3+ 2X4 =2,
2X1 + 2X9 + 2X3 —6X4 = 4.

2X1 —3X9 +4X3 + 2X4 =4;
X1 —2X9 + X3 —3Xy4 =2;
X1 +4X3+5X4 =3;
3X1—5X2 +6X3 + Xy =5.

2X1 —3X9 +2X3 —5X4 =—1;
X1 —2X9 —4X3 + X4 =—2;
2X1 + X9 —3X3 + 2X4 =11,
3X1—2X2 —X3—X4=6.

[2X1 + X9 —2X3 +4X4 =T;

3X1 —2X9 +5X3 +Xg =1;
2X1 —2X9 +4X3 + X4 =1,
2X1 +3X9 +2X3 +3X4 =0.

3X1 — X9 +5X3 + 2Xy4 =-3;
2X1+2X2 3X3 + Xy = =1,
X1 — 4X2 +3X3 2X4— -2,
3X1 — 2X9 + X3+ Xg =-3.

2X1 +3X9 —2X3 — X4 =0;
X1 —5X9o +3X3 —2Xy =1,
3X1 +2X9 + X3+ Xg =1;
X1 —Xo —4X3+ X4 =1.



(X1 + X9 —3X3 +4X4 =—6;
2X1 +4X9 — X3 +6X4 =1
X1 +2Xp —2X3 4+ 2X4 =0;
3X1 - X9 +3X3 —4X4 =-2.

15.

X1 —2X9 +4X3 + 2Xy4 =2;
2X1 —3X9 — X3 —4X4 =6;
X1+ X +4X3 —2X4 =1;
X1—4X2+X3+X4=2.

17.

X1 —2X2 + X3+ Xz =1,
2X1 — X9 +4X3 —2X4 =2,
X1 — X2 +2X3 + X4 =0;
X1+ X9 +2X3 —2X4 =-1.

19.

X1+ X9 —2X3 +3X4 =2;
2X1 +3X9 + X3 +2Xyq =2;
2X1 + X9 —2X3 — X4 =2,
4X1 +3Xo —4Xg3 — X4 =2.

21.

2X1 — X9 +3X3 —4Xy =4,
2X1 + X9 —4X3 +2X4 =0;
X1 —2X2 +3X3 —4X4 =0;
3X1 —4Xo + 2X3 —2X4 =0.

23.

[3X1 + 2X9 + X3 +4X4 =6;
3X1 —2Xp + X3 —4Xy4 =-2;
2X1 + 2X9 —3X3 —4Xy =1,
2X1—3X2 + X3+ Xy =2.

25.

22

16.

18.

20.

22,

24,

X1+ 2X9 +3X3 + X4 =1,
X1 — X9 4+ 2X3 +4Xy4 =-2;
X1+ X9 —2X3 +4Xy4 =2;
X1 + X2 +3X3+2X4=0.

2X1 — X9 +2X3 —2X4 =1
3X1 + X +4X3+ X4 =1,
3X1 — X9 —2X3+Xg =1;
X1—2X2 —3X3 — X4 =-1.

[3X1 —2X9 +2X3 + X4 =2;

2X1 —2X9 + X3+ 2X4 =1,
2X1 + X9 +4X3 —3Xy4 =2;
3X1 — X2 +4X3 — X4 =1.

2X1 —3X9 +4X3 —2X4 =-2;
X1+ 2X9 —2X3 + 2X4 =2,
X1 —X9 +2X3 +Xg =-1,

X1 —2X9 +3X3 —2X4 =0.

X1 —2X9 +3X3 + 2X4 =—2;
2X1 + X9 + X3 +2X4 =-1;
2X1 —2X9 + X3+ 4X4 =-2;
X1 +3Xp +2X3 +Xgq =2.

VIII. Solve the system of linear homogeneous equations.

JX1—2X2 +X3—3X4=O;
1. =X +3Xo —2X3 + X4 =0;
2X1 +3Xp — X3+ X4 =0.

X1 —2X9 + X3 +Xg — X5 =0;

3 2X1 + X9 —X3 = X4 + X5 =0; .
X1 + 7X9 —5X3 —5X4 + 5X5 =0;

3X1 — X9 —2X3 + X4 — X5 =0.

[2X1 +2X9 —3X3 — X4 =0;
5 Xl—X2+2X3—X4=0;

" 13X+ Xp —X3 —2X4 =0;
X1 —2X9 +3X3 — X4 =0.

2. 3

2X1 +3X9 — X3 =0;
4X1 — X9 +2X3 =0;
6X1 +2X9 —X3 =0.

X1+ 2X9 +3%x3 =0;
2X1 + X9 + X3 =0;
X1 — X9 +2x3 =0.

3X1 + 2X9 — X3 =0;
2X1 — X9 +3X3=0;
X1+ X — X3 =0.



11.

13.

15.

17.

19.

21.

23.

25.

X1 —3X3 +4X4 =0;
X1+ X —2X3 + X4 =0;
X1 +2X9 —5X3 +5%x4 =0.

[—2X1 +2X5 +3X3 + X4 =0;

Xo —X3+ Xy =O;
3X1 +2X9 +X3—2X4 =0;
2X1 + X9 +X3—X4 =0.

X1+ X2 +X3=0;

2X9 + X3 +3X4q =0;
—4X2—2X3—6X4 =0;
X1 +2X9 + X3 —Xg =0.

X1+ X2 —Xgq =0;
X1+2X2—2X3—X4 =0;
—2X1 —2X9 +2X4 =0;
2X9 + X3 —X4 =0.

X1 +2X9 —2X3 —2X4 =0;
2X1 +2X9 + X3+ X4 =0;

X1+2X2 +3X3 —3X4 =0;
3X1+3X2 +2X3 — X4 =0.

X1 —2X9 + X4 =0;

— X2 + X3+ Xy =0;

3X1 +2X9 + X3 —2X4 =0;
X1+X2—X4=0.

2X1 +3X9 — X3 +3X4 =0;
4X1 +6Xo +2X3 + X4 =0;

3X1 —2X9 +3X3 + X4 =0;
X1+ X2 — X3 +3Xgq =0;
4X1 — X9 +2X3 +4X4 =0;

X1 —3X2 + X3 +2X4 =0;
2X1+X2 —3X3+X4 =O;

X1 +4X9 —4X3 — X4 =0.

X1+ X9 —2X3 +3X4 =0;
2X1 + 2X9 — X3 +2X4 =0;
3X1+3X2 —3X3 +5X4 20;
(X1 + X + X3 —X4 =0.

2X1 +3X2 +3X3 — 2X4 IO;
6X1 +3X9 —2X3 +2X4 =0.

2X1 —3X9 +4X3 —2%x4 =0.

3X1 —2X9 —2X3 +3X4 =0;

23

8.{

10.

12,
14,
16.
18.

20.

22,

24,

3
2
3

|

|
|
|
|

X1 +2X9 + X3 =0;
X1 +5X5 +3x3 =0;
X1 +4Xo +2x3 =0.

3X1 —Xp +2X3 =0;
2X1 +3X9 —5x3 =0;
X1+ X2 +X3=0.

X1 +2X9 =
—x1+x2+2x3 0;
3X1 +X3=0.

3X1 +2Xp +2X3 =0;
X1 +3Xp +x3=0;
5X1 +3X5 +4x3=0.

3X1 +5X9 —2X3 =0;
X1 —3Xo +2%x3 =0;
6X1 + 7Xy —3X3=0.

3X1 + 2Xo + X3 =0;
2X1 +3Xo + X3 =0;
2X1 + X9 +3x3 =0.

(X1 + X9 +2X3 =0;

2X1 — X9 +2X3 =0;
4X1 + X9 +4x3 =0.

[2X1 +3X5 +2x3 =0;

X1 +2X9 —=3X3 =0;
3X1 +4x9 +Xx3=0.

(X1 — X5 + X3 =0;

2X1 + X9 + X3 =0;
2X2 —X3=O.
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IX. Investigate the system for consistency and find its solutions.

11.

13.

15.

17.

X1 +5Xo +4x3 =1
2X1 +10x5 +8x3 =3;
3X1 +15%5 +12Xx3 =5.

X1 +3Xo +5X3 +7X4 +9X5 =1,
X1 —2X9 +3X3 —4X 4 +5X5 =2;
2X1 +11Xo +12X3 + 25X 4 + 22X5 = 4.

[3x1 —5Xp +2x3 +4x4 =2,

X1 —4X9 + X3 +3X4 =5;
5X1 +7Xo —4X3 —6X4 =3.

X1 +2X9 +3Xg + X5 =1,

— X1 +2Xo +4X3 + X4 +2X5 =0;

4X2 +4X3 +4X4 +3X5 :0;
—2X1 +4X3 —2X4 + X5 =3.

X9 +3X3 —2X4 + X5 =1

2X1—X2+X3—X4 +3X5 ZO;

2X1 +4X3 —3Xyg + 4X5 =2;
—2X9 —2X3 + X4 + 2Xg5 =4,

2X1 +2X3 — X4 +2Xg5 =1,
X1 +3X9 + X3+ X5 =0;

X1 +3X3 +2X4 — X5 =2;
2X1 + X9 +4X3 —2X4 =1,
3X1 + X9 +7X3 — X5 =-1,

2X1 +2X4 —Xg =1

X2 +4X4+X5 :0;

3X1 +3X9 +3X3 — X4 +3X5 = 2;
X1 —3X9 + X3 —X4 +Xg =-3.

— X1 — X9 —X3+4Xy4 — X5 =3.
X1+ X2 +3X3 — X4 +2X5 =0;

3X1 + X9 +3X3 4+ Xg + X5 =2;
— X1 + X2 +3X3 —3X4 +3Xg =-2.

X1 +2X9 +3X3 —X4 +2X5 =1,

X1 +3Xp +3X3 +3X4 +3X5 = 2;
X1+ X2 +3X3 —5X4 + X5 =3.

10.

12.

14.

16.

18.

X1 —=3Xp +2X3 =-1;
X1 +9Xo +6X3 =3;
X1 +3Xo +4x5 =1.

2X1 —2X9 +3X3+X4 =0;
4X1 —4Xy +TX3—Xy4 =4/3;
X1 —X2 +3X3—2X4 =0;
—X1+2X2—X3 +3X4 =0.

4X1+2X9 + X3 —X4 =0;
2X1+X2 +X3—Xy =0;
Xl—X2+2X3—X4 =0;
X1 +3X9 —2X3 + Xy =1.

2X1 +5X9 —3X3 =2;
3X1 —6X5 —X3 =10;
2X1 —X9 —2X3 =4,
X1+ X9 +2X3 =8.

X1 +2X9 =X3+Xg =1,
2X1 — X9 + X3 — X4 =-2;
3X1 +3X9 —2X3 + X4 =105
X1 —3X2 +2X3 —2X4 =3.

2X1 — X9 +3X3 — X4 =-2;
3X1 +2X9 —=X3+Xg =3;

X1 —2X5 +3X3+2X4 =0;
2X1 +2X9 —X3+2X4 =4.

2X1 —X2 +3X3+ X4 =0;
X1+2X2—X3—X4 =bh;
3X1 + X9 +2X3 =5;

X1 —3Xo +4X3 +2X4 =-5.

X1 +2X9 —=3X3 + X4 =-1;
2X1—X2 + X3 —3X4 =b5;
3X1 + X9 —2X3—2X4 =4,
X1 —2Xp +2X3+2X4 =-1.

(3X1 +2X5 + X3 +4X4 =0;
2X1 +3Xo + X3 +2Xy4 =1,
X1 — X9 +2X4 =-1.

5X1 +5X2 + 2X3 + 6X4 =1.




19.

21.

23.

25.

25

(2X1 + X5 +4X3 + X5 =—1;
2X9 +4X3 + X4 +2X5 =2,
2X1+3X2 +8X3 + X3y +3X5 =0;
—2X1+X2 +X4+X5=—3.

X9 —X3+2X4 =1,
3X1 + X2 +2X3+ Xy =1;
3X1+2X2 + X3 +3X4 =0;
—3X1—3X3 +Xy =2.

(2X1 + X3 +3X4 =0;

X1 +3Xo +4X4 =1,

3X1 +3X2 + X3+ 7X4 =0;
X1—3X2 +X3—Xy =1.

K4X1 + X9 +2X3 +3X4 = O;
X1+2X9 +2X3+Xg =1
O9X1 +3X9 +4X3+4Xy4 =0;

3X1 — X9 —2X4 =3.

20.

22,

24,

(X1 + X9 +2X3 +3X4 =1;
2X1 — X2 +2X3 =1

3X1 +4X3 +3X3 =2;

— X1 +2X9 +3%x4 =0.

2X1 + X9 +3X3 +4X4 =0;
X9 +2X3+ X4 =1,

2X1 +2X9 +5X3 +5%X4 =1
2X1 + X3 +3X4 =-1.

X1+ X9 +3X3+2Xy4 =1
X1+2X2 +6X3 +4X4 IO;
2X1 +3X9 +9X3 +6X4 =1

X9 +3X3+2X4 =-1.
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